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Motivations

Voids are good candidates to 
study Dark Energy and 
modified gravity models

Excess imprint of cosmic 
voids in CMB temperature 
maps observed (ISW effect)
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It is clear from Fig. 1 that the cubic galileon model,
having no free parameters after imposition of the tracker
ansatz, gives rise to significant deviations from the GR
tangential shear signal. There is a factor of ⇠ 2 boost in
the lensing signal compared to the GR predictions, at all
radii.

As described in the introduction, modified gravity the-
ories can alter the lensing signal via two channels: i) by
contributing to the the effective energy density on the
RHS of the Poisson equation, and ii) by creating effec-
tive anisotropic stress such that � 6=  . Using eq.(21)
and the expressions in the appendix, one can see that the
cubic galileon does not generate any effective anisotropic
stress. Consequently, all the deviations between the GR
and cubic galileon curve in Fig. 1 must arise from the
effective energy density of the galileon field.

Initially it may seem surprising that the galileon field
can have such a substantial effect on the lensing profile,
whilst its effects on the matter distribution within the
void are much smaller (see §III A). The reason underlying
this is the relative evolutionary timescales of the matter
distribution and the scalar field profile. Since the galileon
field is designed to drive cosmic acceleration (at least in
the model considered here), it only becomes a significant
fraction of the energy budget of the universe for z < 1
(see [80] for the evolution of spherical perturbations in
a comparable gravity model). The void density profile
has largely been determined before these redshifts are
reached.

The quartic galileon is an example of a theory which
can modify lensing via both of the channels above. Inter-
estingly, the quartic curve in Fig. 1 remains much closer
to the GR prediction. This is due to the effect of the
constraints in eqs.(10-13), which fix the value of c3 used
to be much smaller and of opposite sign to that in the
cubic model. Quantitatively, using ⇠ = 2.1 in both mod-
els gives c3 ' 0.08 in the cubic, but c3 ' �0.001 in the
quartic galileon. This explains why a single value of ⇠
results in significant enhancements in the lensing ampli-
tude for one model and a small suppression (relative to
GR) in the other. However, Fig. 2 shows that the tangen-
tial shear profile of the quartic galileon is quite sensitive
to small variations away from ⇠ = 2.1.

Note from Figs. 1 and 2 that, despite significant vari-
ation around the void radius and at a few radii out
(r/RV ⇠ 2 � 3), the null of the tangential shear re-
mains fixed at r ⇠ 1.5Rv in all cases. The reason for
this is as follows: the void density profile determines
the radius at which the void is exactly compensated, i.e.
�M(< r) ! 0. In §III B we selected the physical branch
of solutions such that �,�/� ! 0 at the same radius.
Since the void density profile used is the same for all
gravity models (see discussion in §IIIA), the potential
derivatives (eqs. 20 and 21) vanish at the same radius for
all gravity models. Via eq.(25), this then ensures that
the null of �⌃ is unchanged by variations of the gravity
model. This property should hold true for any model of
gravity that does not appreciably impact the void density

FIG. 1: Upper panel: the void density profile of eq.(17),
shown here with a central depth �v = �0.5 and the fiducial
parameters of eq.(18). Lower panel: corresponding tangen-
tial shear profiles in GR, the cubic galileon and the quartic
galileon gravity theories. Recall (from §II C) that after apply-
ing the tracker ansatz the cubic galileon has no free parame-
ters, whilst the quartic galileon has one; we take this here to
be ⇠ = 2.1. This figure is shown at z = 0.

profile.

B. Void Profiles

In §III A we introduced two void density profiles: a
simple cubic fit, and a compensated ridge profile. For
ease of comparison, most of the figures in this paper em-
ploy the latter profile. In Fig. 3 we show the correspond-
ing density and tangential shear profile for the cubic fit,
together with data obtained from voids identified by [4]
in the SDSS DR7-Full LRG catalog of [81]. As reported
in [4], a void of central depth �v ' �0.5 provides a good
fit to the data in GR.

In the lower panel we further show a corresponding set
of tangential shear profiles in the cubic galileon model.
It is clear that the cubic galileon produces a higher am-
plitude lensing signal than in GR (this can be seen, for
example, by comparing the two curves with �v = �0.5),
and that this enhancement persists out to distances well
beyond the void radius.

We will use the void lensing data and covariance (as per
the methods of [4]) to obtain the posterior probability of
�v for the cubic galileon. It is easy to see by eye from Fig.
3 that a cubic galileon model with �v ⇠ �0.4 provides a
good fit to the SDSS data points (compared to �v ⇠ �0.5
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Figure 8. The yellow (solid) line shows the average CMB lensing
convergence profile (✓) for all voids with 40 h�1Mpc < Rv <
60 h�1Mpc in the CMASS mock catalogue. Angular units are
scaled in terms of the average angular size of these voids, assuming
they are centred at redshift z = 0.52. The blue (dashed) and
red (dot-dashed) lines show (✓) for two subsets of this sample,
with �v < �20 and �v > 20 respectively but with the same
average void size. For typical numbers of voids in survey data,
statistical uncertainties in these predictions will be much smaller
than observational errors, so are omitted here.

size Rv. However, as the lensing potential is sourced by the
gravitational potential �, and the void parameter �v is a
useful proxy for �, it follows that �v should also provide a
useful discriminant between populations of voids that have
the same size Rv yet produce very di↵erent lensing e↵ects.
To illustrate this, we used the stacked average DM density
profile �(r) for voids, determined as in Section 3.5, to calcu-
late the CMB lensing convergence signal,
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where � is the comoving radial coordinate and �s is the
comoving distance to the last scattering surface. Figure 8
shows the resultant average (✓) signal for all voids in the
CMASS mock void catalogue in the size range 40 h�1Mpc <
Rv < 60 h�1Mpc as the yellow solid line. Also shown are
the (✓) profiles for two additional subsets of voids, which
both satisfy exactly the same size cuts, but have �v < �20
(blue dashed) and �v > 20 (red dot-dashed) respectively.

It is clear that voids of very similar size Rv but di↵er-
ent mean galaxy density �g and thus �v can produce very
di↵erent lensing convergence signals. Equally, as the appar-
ent size Rv is only loosely related to the true extent of the
void DM underdensity (Section 3.5), voids with very di↵er-
ent Rv could contribute similar convergence profiles (✓). In
addition, Figure 8 shows that averaging together the contri-
butions from voids with di↵erent values of �v will in general
produce an average convergence that is closer to zero and
thus potentially harder to measure. This suggests that the
sensitivity of detection of void lensing e↵ects could be signifi-
cantly improved by consideration of sub-populations defined
by the variable �v.

Although we have only discussed the convergence  in

the example above, the same argument can equally be ap-
plied to the contribution of voids to the lensing shear �. We
leave further exploration of these e↵ects and applications to
data to future work.

4.3 Voids in redshift space

Voids in galaxy surveys are observed in redshift space. Under
the assumption of an isotropic Universe the stacked galaxy
distribution around void centres should average to spherical
symmetry in real space, but will in general appear distorted
due to the Alcock-Paczynski (AP) e↵ect (Alcock & Paczyn-
ski 1979). This has been proposed as a potentially power-
ful test of cosmology (Lavaux & Wandelt 2012), which has
recently been applied to galaxy survey data (Sutter et al.
2012a; Sutter et al. 2014; Mao et al. 2016; Hamaus et al.
2016).

The use of voids for the AP test is complicated by
redshift-space distortions due to peculiar velocities. Naively,
one would expect velocity outflows around voids, leading to
a stretching of their shapes along the line of sight when seen
in redshift space. However, several authors (Lavaux & Wan-
delt 2012; Sutter et al. 2014; Mao et al. 2016) have found
the opposite: seen in redshift space, voids identified using
watershed void-finders such as ZOBOV instead appear to be
squashed along the line of sight. This phenomenon has been
noted both in simulations and for voids in real galaxy data.
Mao et al. (2016) describe it as a failure of linear theory and
show that it degrades the sensitivity of the AP test. How-
ever, Cai et al. (2016) argue that a squashing e↵ect can be
consistent with linear theory.

Our results provide another perspective: voids reside
in a variety of di↵erent large-scale environments, so not all
voids are associated with velocity outflows. As noted in Sec-
tion 3.1, a significant fraction of voids that are identified by
the watershed algorithm correspond to local density min-
ima within regions that are overcompensated on large scales
and thus form potential wells rather than maxima. In linear
theory, such regions will not correspond to velocity outflows
(at least on scales of observational interest). Another way
to illustrate the same problem is to note that a dynamical
method of classification of the cosmic web based on eigen-
values of the tidal tensor T↵� = @↵@�� (Hahn et al. 2007)
shows that only a small fraction of the volume of the Uni-
verse should lie in regions that are simultaneously expand-
ing along all three directions, whereas watershed void-finders
such as ZOBOV are by nature space-filling. Only a fraction
of ZOBOV voids can correspond to local maxima of � and
thus to truly expanding regions.

In addition, on the basis of our results we can make
a few qualitative predictions. Firstly, the minority of voids
with large negative values of �v should correspond to strong
velocity outflows. Secondly, the magnitude of the velocity
outflow and thus the details of the induced redshift-space
distortion should vary with the values of �v, as should the
length scale over which the e↵ect is observable. Thirdly, as
discussed in Appendix A, the void centre Xv used in this
work traces maxima of � better than the void barycentre
Xb used in many previous analyses, and therefore a shift
from use of Xb to Xv in void catalogues will enhance the
velocity outflow seen. Detailed exploration of these topics
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One detection 
using BOSS data 

The signal depends 
on the void 
population  

Using simulations can help to prune our void catalog to optimize our detection 

Cai et al. 2017, MNRAS, 466, 3364
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Figure 3. Left: Stacked Planck lensing κ maps using all voids with rv > 20h−1Mpc: ‘up’ is the direction of Galactic north. Right: 1D κ profile for the left
panel. Errors about the mean are plotted on the right panel, and the dashed line shows the predictions of our mocks. The CMB κmaps are rescaled by the void
radius rv before stacking. The inner and outer circles have the radii of rv/

√
2 and rv respectively. They represent the optimal filter radius we found from the

HOD mock.

3.1 The optimal radius of the filter

Corresponding to each void centre, the CMB signal is taken to
be the averaged temperature T (or κ) within a circular aperture
r < Rfilter minus the same quantities averaged over an annular
aperture Rfilter < r <

√
2Rfilter, where Rfilter is the size of the

compensated top-hat filter. We will call the filtered temperature and
lensing convergence ∆T and ∆κ, i.e.

∆T =

∫ Rfilter

0
T (r)dr

∫ Rfilter

0
dr

−

∫

√
2Rfilter

Rfilter
T (r)dr

∫

√
2Rfilter

Rfilter
dr

∆κ =

∫ Rfilter

0
κ(r)dr

∫ Rfilter

0
dr

−

∫

√
2Rfilter

Rfilter
κ(r)dr

∫

√
2Rfilter

Rfilter
dr

(4)

To maximise the ISW signal, Cai et al. (2014) showed that the op-
timal choice was Rfilter = 0.6rv, using mock void catalogues de-
fined via haloes fromN -body simulations. Using our HOD mocks,
we re-investigate this scale factor for a possible dependence on void
radius. We find that Rfilter = 0.7rv gives slightly higher ampli-
tudes for the stacked filtered T signal as well as for the lensing κ
signal for voids with 100 < rv < 150 h−1Mpc. The correspond-
ing outer radius of the filter is rv. For simplicity, we will use this
size of the filter throughout out analysis, even though it may not be
the optimal choice for all ranges of voids.

3.2 Stacking with all voids

We now look at the results of stacking the CMB sky at the DR12
void locations. Because the predicted signal varies with void radius,
as does the fidelity of the void catalogue, we divided the results
into different bins of void radius. We sorted the voids in decreas-
ing order of radius, and measured the average filtered∆T and ∆κ
imprints for several logarithmically-spaced bins of rv.

The results are shown in the top row of Fig. 2. The filtered tem-
perature∆T is negative at large void radii. The deepest temperature
dip is approximately −6µK between rv ≃ 100 to 150 h−1Mpc,

with a significance of 2.4σ. ∆T crosses zero at rv ≃ 90h−1Mpc
and remains slightly positive at smaller void radii. We can under-
stand the presence of positive filtered temperature as an indication
of voids-in-clouds, i.e. voids living in over-dense environments.
The gravitational potential at the scale of the void for a void-in-
cloud is negative; i.e., it is a potential well rather than a potential hill
as intuitively expected for a void. The dominant linear ISW effect
thus yields a positive temperature perturbation (Cai et al. 2014).
We also find that the simulated ISW signal crosses zero, though
at a similar void radius of ≈ 30h−1Mpc. This indicates that the
stacked signal for the CMB temperature qualitatively resembles an
ISW signal in a ΛCDM universe.

For the largest voids, the observed ∆T shows consistency
with zero at rv >

∼
150 h−1Mpc, which confirms our speculation

from simulations that these objects may not be truly underdense at
their volume centroids. This could happen because the few largest
voids can be highly irregular in shape, composed of a few density
depressions linked together. Interestingly, the shape of the observed
∆T appears similar in shape to the simulation results, although the
simulated ∆T needs to be scaled up in order to match the data
shown in Fig. 2 (We discuss this point below).

When we look at the same results with the CMB lensing κ
map, as shown in the top-right panel of Fig. 2, the ∆κ signal has
a different character from that of ∆T . The κ measurements are
noisy at the radii where∆T peaks; but within the errors they follow
closely the curve from our simulations, and the amplitude of the
signal increases with decreasing void radius. The minimum of ∆κ
has a significance of ≈ 3σ at rv ≈ 30h−1Mpc.

Fig. 3 shows the stacked κ map (left) and its profile (right)
from the entire void sample. An underdensity of κ surrounded by
a ring of over-density is clearly seen. The mean value of κ is of
order−10−3 near the centre, and crosses zero at≈ 0.6rv , which is
very close to the optimal filter radius found from our simulation for
the ISW signal. At even larger radii, the over-dense ridge is centred
very closely at rv and then it drops to the background at ≈ 1.4rv .
Overall, the profile resembles that of a void-in-cloud. This is ex-

c⃝ 0000 RAS, MNRAS 000, 000–000
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The Dark Energy Survey

Survey characteristics : 
• Imaging galaxy survey.
• 5000 sq. deg. after 6 years 

(2013-2018)
• 570-Megapixel digital camera, 

DECam, mounted on the 
Blanco 4-meter telescope at 
Cerro Tololo Inter-American 
Observatory (Chile). 

• Five filters are used (grizY) 
with a nominal limiting 
magnitude iAB≃24 and with 10 
passes with a typical exposure 
time of 90 sec for griz and 45 
sec for Y
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Y1 area : 1321 deg2
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Reference : redMaGiC sample

redMaGiC algorithm is designed to select galaxies with high quality photometric 
redshift estimates 

Rozo et al. 2016 
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Figure 1. True redshift distributions for the simulated weak lensing source samples obtained binning with di↵erent photo-z codes, as
described in §3.2. The redshift distributions are normalized to unity over the full redshift interval.

Figure 2. The redshift distribution of the simulated redMaGiC

reference sample used in our analysis to measure cross-correlation
redshifts. We show the distributions of both redMaGiC true-z and
photo-z.

than 30 spectroscopic surveys overlapping the DES Y1 foot-
print and matching them to DES Y1 galaxies (Hoyle et al.
2017; Gschwend et al. 2017). This catalog is then used to de-
fine the training/validation sample in simulations, by select-
ing the nearest neighbors in magnitude and redshift space.
The selection algorithm is applied in HEALPix pixels with
resolution Nside=128 (0.2 deg2): if there is no galaxy in the
catalog in a given HEALPix pixel, no simulated counterpart
is selected. This roughly mimics the geometry and selection
e↵ects of the spectroscopic surveys.

The true redshift distributions of the sources binned
according to each of the three photo-z codes are presented
in Figure 1. In what follow, we will show quantitative results
for BPZ and only for one of the two machine learning codes,
namely DNF, as the RF forest code does not provide results
significantly di↵erent from DNF.

3.3 Reference sample in simulations - redMaGiC
galaxies

We use redMaGiC galaxies for our reference samples. These
are luminous red galaxies selected as described in (Rozo
et al. 2016). The redMaGiC algorithm is designed to select
galaxies with high quality photometric redshift estimates.
This is achieved by using the red-sequence model that is
iteratively self-trained by the redMaPPer cluster finding al-
gorithm (Ryko↵ et al. 2014). redMaGiC imposes strict color
cuts around this model to produce a luminosity-thresholded

Figure 3. The scatter and bias of zredMaGiC for the simulated
redmagic sample (dashed lines) compared to the data (solid lines).

galaxy sample with a constant comoving density.The latter
condition follows from the idea of trying to select the
”same“ sample of galaxies at di↵erent redshift: un-
der the approximation of no merging, red sequence
galaxies evolve passively, resulting in a constant co-
moving density sample.

The algorithm has only two free parameters: the desired
comoving density of the sample, and the minimum luminos-
ity of the selected galaxies. The result is a pure sample of
red-sequence galaxies with nearly Gaussian photometric red-
shift estimates that are both accurate and precise.

For this work we selected redMaGiC galaxies in the red-
shift interval 0.15<z<0.85, applying the luminosity cut of
L > 1.5L

⇤

; the resulting redshift distribution is shown in fig.
2. The reference sample is further split into 25 uniform red-
shift bins. In our simulation, the mask of the redMaGiC sam-
ple includes all the survey regions that reach su�cient depth
to render the sample volume limited up to z = 0.85. Due to
small di↵erences in the evolution of the red-sequence be-
tween the simulation and the data, the simulated redMaGiC

sample has ⇠ 30% less galaxies than the data, reaching a
maximum redshift of z

max

= 0.85 (instead of z
max

= 0.9). We
expect statistical errors in this work to be overestimated by

MNRAS 000, 1–20 (0000)

Two tracers :
• RedMagiC High-luminosity 

sample
• RedMagiC High-density 

sample
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The void finder

• Divide the sample in redshift slices. 100Mpc/h 
slices are shown to be a good  
compromise considering redMaGiC redshift 
accuracy.  

• Compute the density field for each slice by 
counting the galaxy number in each  
pixel and smoothing the field with a Gaussian 
with a predefined smoothing scale.  

• Select the most underdense pixel and grow 
around it the void until it reaches the mean 
density.  

• Save the void, erase it from the density map 
and iterate the process with the following 
underdense pixel.  

Sánchez et al. (DES Collaboration), MNRAS 465, 746, 
2017.
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Two tracers :
• RedMagiC High-luminosity 

sample
• RedMagiC High-density 

sample

Two smoothing scales:
10 Mpc/h
20 Mpc/h

4 void catalogs

smoothing scale
20Mpc/h smoothing scale

10Mpc/h
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Catalog comparison
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F��. 4.5.4 – Comparison of the void catalogs characteristics constructed in simulated (orange and blue) and observed samples (pink) with the
di�erent void catalogue versions. We present results for the redMaGiC high-luminosity sample (bottom panel) and the redMaGiC high-density

sample (top panel) as well as di�erent smoothing scales for the void finder, 10 Mpc/h (solid lines) and 20 Mpc/h (dashed lines).
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Chapter 4 CMB lensing around voids

High density
Smoothing DES Y1 MICE 1 MICE 2
10 Mpc/h 303 262 294
20 Mpc/h 89 64 64

High luminosity
Smoothing DES Y1 MICE 1 MICE 2
10 Mpc/h 579 524 564
20 Mpc/h 195 180 181

T���� 4.6.1 – Number of voids identified in DES Y1 data vs. in two Y1-like MICE
patches. High luminosity sample are in better agreement.

These findings are helpful to identify trends in the observed signal but the realistic
uncertainties in the observed Planck  map may exceed the simple variance that we
estimated with the Y1-like patches within the MICE simulation. Therefore, we will
determine the DES Y1 measurement error bars by stacking on random locations on the
Planck map 500 times.

4.6 Results for observations - DES Y1 ⇥ Planck

4.6.1 Simulated catalogues compared to observed catalogues

In the light of the simulated stacking measurements using the MICE  map, we aim
to measure the DES Y1 tracers ⇥ Planck CMB  signal. We thus use the observed
redMaGiC catalogs from DES Y1, presented in 4.4.2.1, to construct void catalogues
with the di�erent tracer densities and initial smoothing scales.

Figure 4.5.4 shows a comparison of the observed and simulated void catalogues. We
report a very good agreement in terms of sizes, central density, and mean density for both
MICE Y1-like patches when they are compared to DES Y1 data. We find that the simple
two-sample Kolmogorov-Smirnov histrogram consistency tests (Kolmogorov (1933);
Smirnov (1948)) suggest that in general high luminosity samples are in better match.
However, the overall agreement is su�cient, thus we aim to test the consistency of
simulations and observations for all void catalogue versions.

135
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The CMB convergence maps

Chapter 4 CMB lensing around voids

• the mean density contrast: �̄ = ⇢/⇢̄ � 1 where ⇢ is the mean density inside the
void and ⇢̄ is the mean density of the corresponding redshift slice;

• the central density contrast: The density contrast evaluated at one quarter of the
void radius �1/4 = �(r = 0.25Rv).

4.4 Data sets

In the context of this thesis, we aimed to measure the lensing signal on the Planck
CMB lensing map (Planck 2015 results. XV. (2016)) at the location of voids found
in the DESY1 galaxy catalog. And more in particular, since an important source of
error that a�ects our void finding procedure is photo-z uncertainty (photometric DES
data does not provide as precise redshift estimate for the galaxy tracers of voids as
spectroscopic survey does), we have chosen to use LRGs identified by the redMaGiC
algorithm, similarly to what has been presented in 2.3.1. This analysis, as it will be
developed below, has been at first tested and optimized using a simulated galaxy catalog,
namely the MICE-GC catalog, on which the redMaGiC algorithm has been run and a
CMB lensing map is available.

4.4.1 Simulations - the MICE galaxy mock and  map

The MICE simulated sample is an N-body light-cone from the MICE Grand Challenge
(MICE-GC) that contains about 70 billion dark-matter particles in a (3h�1Gpc)2 comov-
ing volume. The details on the creation of this simulation can be found in Fosalba et al.
(2015a); Crocce et al. (2015); Fosalba et al. (2015b). Here we will give a brief overview.
MICE has been developed at the Marenostrum supercomputer at BSC3 running the
GADGET2 (Springel, 2005) code. The simulation assumed a flat standard ⇤CDM

model with input fidutial parameters ⌦m = 0.25, ⌦⇤ = 0.75, ⌦b = 0.044, nS = 0.95,
�8 = 0.8 and h = 0.7 from the Five-Year Wilkinson Microwave Anisotropy Probe
(WMAP) best fit results (Dunkley et al. (2009)). Moreover, the catalog has been created
and validated to follow local observational constraints such as luminosity functions,
galaxy clustering (with respect to di�erent galaxy populations) and color-magnitude
diagrams.

3Barcelona Supercomputing Center, www.bsc.es.
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Chapter 4 CMB lensing around voids
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ing volume. The details on the creation of this simulation can be found in Fosalba et al.
(2015a); Crocce et al. (2015); Fosalba et al. (2015b). Here we will give a brief overview.
MICE has been developed at the Marenostrum supercomputer at BSC3 running the
GADGET2 (Springel, 2005) code. The simulation assumed a flat standard ⇤CDM

model with input fidutial parameters ⌦m = 0.25, ⌦⇤ = 0.75, ⌦b = 0.044, nS = 0.95,
�8 = 0.8 and h = 0.7 from the Five-Year Wilkinson Microwave Anisotropy Probe
(WMAP) best fit results (Dunkley et al. (2009)). Moreover, the catalog has been created
and validated to follow local observational constraints such as luminosity functions,
galaxy clustering (with respect to di�erent galaxy populations) and color-magnitude
diagrams.
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Stacking methodology

• Cutting out patches of the CMB 
convergence map centered at the 
void center position using healpix 
(Górski et al., 2005).

• Re-scaling the patches given the 
angular size of voids. 

• Stacking all patches and measuring 
the average signal in different 
concentric radius bins around the 
void center.  

 

5 times the void radius
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The stacking methodology

Stacked Healpix image CMB convergence 
profile

MICE 
SIMULATION
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Optimisation 

The highest S/N is achieved by stacking all 
voids, even if some voids are expected 

to contribute with less pronounced 
signal and higher noise at small scales.

• The most numerous medium size 
voids contribute most to the total 
lensing signal, i.e void with radius 

in the range 40Mpc/h <Rv <80Mpc/h. 
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Results for observations - DES Y1 ⇥ Planck

F��. 4.5.5 – Comparison of simulated (left) and observed (right) stacked lensing
signals. Clear excess is observed for DES Y1 data inside the re-scaled void radius

R/Rv = 1 marked by the dashed circles.
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Application to DESY1 data :
Convergence signal comparison



15

Errors computed using 500 randoms stacked profiles in the CMB convergence maps. 

Application to DESY1 data :
Convergence signal comparison
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     Inverting the void-finder in 
order to identify super-clusters 
in our samples  

Super-clusters
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Conclusions and  prospects

• Discrepancy have been claimed between observed and simulated imprints 
of voids in the CMB maps (Temperature and Lensing) 

• So far these discrepancy exist only in comparison with LambdaCDM 
simulations (no theoretical model) 

• Euclid will increase our statistical power in the field, and considering the 
reported discrepancy validation of the simulations will play an important 
role. 

• How the signal behave in MG models? 


